
www.manaraa.com

R
esearch

 R
ep

o
rt

Psychometric
Considerations and a

General Scoring Strategy for
Assessments of

Collaborative
Problem Solving

ETS RR–19-41

Jiangang Hao
Lei Liu

Patrick Kyllonen
Michael Flor

Alina A. von Davier

December 2019

http://crossmark.crossref.org/dialog/?doi=10.1002%2Fets2.12276&domain=pdf&date_stamp=2019-11-06


www.manaraa.com

ETS Research Report Series

EIGNOR EXECUTIVE EDITOR

James Carlson
Principal Psychometrician

ASSOCIATE EDITORS

Beata Beigman Klebanov
Senior Research Scientist

Heather Buzick
Research Scientist

Brent Bridgeman
Distinguished Presidential Appointee

Keelan Evanini
Research Director

Marna Golub-Smith
Principal Psychometrician

Shelby Haberman
Distinguished Presidential Appointee

Anastassia Loukina
Research Scientist

John Mazzeo
Distinguished Presidential Appointee

Donald Powers
Principal Research Scientist

Gautam Puhan
Principal Psychometrician

John Sabatini
Managing Principal Research Scientist

Elizabeth Stone
Research Scientist

Rebecca Zwick
Distinguished Presidential Appointee

PRODUCTION EDITORS

Kim Fryer
Manager, Editing Services

Ayleen Gontz
Senior Editor

Since its 1947 founding, ETS has conducted and disseminated scientific research to support its products and services, and
to advance the measurement and education fields. In keeping with these goals, ETS is committed to making its research
freely available to the professional community and to the general public. Published accounts of ETS research, including
papers in the ETS Research Report series, undergo a formal peer-review process by ETS staff to ensure that they meet
established scientific and professional standards. All such ETS-conducted peer reviews are in addition to any reviews that
outside organizations may provide as part of their own publication processes. Peer review notwithstanding, the positions
expressed in the ETS Research Report series and other published accounts of ETS research are those of the authors and
not necessarily those of the Officers and Trustees of Educational Testing Service.

The Daniel Eignor Editorship is named in honor of Dr. Daniel R. Eignor, who from 2001 until 2011 served the Research and
Development division as Editor for the ETS Research Report series. The Eignor Editorship has been created to recognize
the pivotal leadership role that Dr. Eignor played in the research publication process at ETS.



www.manaraa.com

ETS Research Report Series ISSN 2330-8516

RESEARCH REPORT

Psychometric Considerations and a General Scoring Strategy
for Assessments of Collaborative Problem Solving

Jiangang Hao,1 Lei Liu,1 Patrick Kyllonen,1 Michael Flor,1 & Alina A. von Davier2

1 Educational Testing Service, Princeton, NJ
2 ACTNext, ACT Inc., Iowa City, IA

Collaborative problem solving (CPS) is an important 21st-century skill that is crucial for both career and academic success. However,
developing a large-scale and standardized assessment of CPS that can be administered on a regular basis is very challenging. In this
report, we introduce a set of psychometric considerations and a general scoring strategy around assessing CPS, summarized based on
the results of the extensive empirical studies we conducted at Educational Testing Service (ETS) over the past 6 years. Using the ETS
Collaborative Science Assessment Prototype as an example, we show how these psychometric considerations have been incorporated
into the development of the assessment prototype and how the scoring strategy has been implemented.
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Collaborative problem solving (CPS) is widely accepted as an important 21st-century skill (Fiore et al., 2017; Griffin,
McGaw, & Care, 2012; Organisation for Economic Co-operation and Development, 2013; Roschelle & Teasley, 1995;
World Economic Forum, 2015). Assessments of CPS play important roles in teaching and learning CPS, through which
CPS can be more accurately defined and improvements can be quantitatively measured. Developing a large-scale and
standardized assessment for CPS and administering it on a regular basis is extremely challenging in practice (Hao, Liu,
von Davier, & Kyllonen, 2017). Given that the constructs of CPS are very complex and multidimensional, most of the
practical challenges in assessing them are a direct or indirect result of a lack of balance between the ambitious goals and the
affordability of a realistic assessment program. On one hand, people intend to measure CPS as comprehensively as possible,
while on the other hand, developing such tasks requires tremendous synergy across a wide range of disciplines (von Davier,
Hao, Liu, & Kyllonen, 2017), and the constraints of time, budget, and psychometric quality always require compromises
to be made. A healthy interplay between these two factors is crucial for developing realistic assessments of CPS at scale.

CPS exhibits itself only in complicated collaborative settings, either face-to-face or mediated by computers and the
Internet. For a large-scale assessment, developing and administering face-to-face collaborative activities for people to
display their CPS skills are prohibitively expensive and time consuming. Advances in computer and Internet technology
have made it possible to create virtual collaborative environments, providing a feasible way to carry out collaboration at
large scale. Over the last decade, leveraging virtual collaborative environments, several large-scale assessments of CPS
have been developed, and reviews of these assessments can be found in von Davier, Zhu, and Kyllonen (2017), Fiore et al.
(2017), and Dingler, von Davier, and Hao (2017). Among these attempts, Assessment and Teaching of 21st-Century Skills
(ATC21S; Griffin et al., 2012) and the 2015 Program for International Student Assessment (PISA2015; Graesser et al.,
2018; Organisation for Economic Co-operation and Development, 2013) are two good examples that have been carried
out at large scale. Both assessments target domain-generic CPS constructs defined based on comprehensive literature
reviews and use simulation-based tasks to measure them. In the CPS assessment from ATC21S, two students are assigned
to a team to complete several tasks collaboratively via text chats. Each student’s CPS is scored primarily based on his or
her responses and actions in the tasks (Hesse, Care, Buder, Sassenberg, & Griffin, 2015; Scoular, Care, & Awwal, 2017). In
the CPS assessment from PISA 2015, each student is placed onto a team with varied numbers of virtual partners who are
programmed to provide a “standardized” collaborative environment. The virtual partners are powered by rules specified
by the experts, and the students communicate with the virtual partners by choosing predefined text responses. Students’
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CPS is measured by their choice of the predefined texts for communication and by their responses in the collaborative
tasks (Graesser et al., 2017; He, Davier, Greiff, Steinhauer, & Borysewicz, 2017).

Though ATC21S and PISA 2015 have made groundbreaking progress toward assessing CPS at scale, they all made
compromises due to the limitation of technology, the requirements of psychometric quality, and the constraints of budgets
and time. For example, in ATC21S, the direct communications between students have not been scored, though they
contain rich information regarding students’ negotiation skills as targeted by the assessment. The interdependency of the
partners’ task-relevant proficiency and CPS has not been seriously considered in the scoring model either. In PISA 2015,
the communications with virtual partners are through predefined texts set by experts, which may be entirely different
from those in real collaboration. Both assessments use simulation-based tasks whose development becomes a significant
practical challenge if new tasks need to be developed and administered regularly, as in most of the large-scale testing
programs, such as the SAT® test and the GRE® tests.

Since 2013, Educational Testing Service (ETS) researchers have carried out a series of empirical studies to explore the
possibility of a large-scale and standardized assessment of CPS that can be administered on a regular basis. Four main
lines of research are being conducted: first, development and refinement of constructs of CPS (e.g., Andrews et al., 2017;
Andrews-Todd & Kerr, 2019; Liu, Hao, von Davier, Kyllonen, & Zapata-Rivera, 2015); second, development of technolog-
ical infrastructure, such as the ETS Platform for Collaborative Assessment and Learning (EPCAL; Hao, Liu, von Davier,
Lederer, et al., 2017), the automated annotation systems (e.g., Flor, Yoon, Hao, Liu, & Davier, 2016; Hao, Chen, Flor, Liu,
& von Davier, 2017), and the data analytics system (e.g., Hao, Smith, Mislevy, von Davier, & Bauer, 2016); third, develop-
ment of assessment prototypes in various domains (e.g., Andrews-Todd, Jackson, & Kurzum, 2019; Hao, Liu, Davier, &
Kyllonen, 2015; Martin-Raugh et al., in press); and fourth, development of psychometric methodologies (e.g., Halpin, von
Davier, Hao, & Liu, 2017; Hao, Liu, von Davier, Kyllonen, & Kitchen, 2016; Hao & Mislevy, 2019; Zhu & Andrews-Todd,
2019; Zhu & Zhang, 2017). While carrying out this research, we developed a set of psychometric considerations for the
assessment and task designs as well as a general scoring strategy for assessing CPS. The focus of the current report is to
introduce these considerations and strategy and use the ETS Collaborative Science Assessment Prototype (ECSAP) as an
example to illustrate how they were implemented in practice.

This report is organized as follows. In the following section, we introduce a set of psychometric considerations for
designing CPS assessments. In the third section, we describe a general scoring strategy for assessing CPS and show how
statistical and natural language processing (NLP) techniques could be used to automate the assessment. In the fourth
section, we demonstrate how the ideas discussed in the second and third sections have been applied to ECSAP. Finally,
in the concluding section, we discuss the implications of the current work and its limitations. We also discuss how our
ongoing and future work will address these limitations.

Psychometric Considerations of Assessment and Task Design

Psychometrics is far beyond analyzing data post factum using statistical techniques. The psychometric principles, such
as validity, reliability, comparability, and fairness (Messick, 1992), need to be carefully weighed to guide the assessment
and task design to ensure that the desired psychometric quality can eventually be achieved. CPS is the interactive result of
both a cognitive component (problem solving) and a social component (collaboration). The social component is generally
more aligned with “will do” than “can do,” making it less likely to be reliably measured in a single snapshot assessment.
As such, we need to think carefully not only what assessment tasks need to be used (e.g., task designs) but also how to
administer these tasks (assessment designs) to achieve the desired assessment goals.

Let us start with some psychometric considerations around the assessment designs. Obviously, to measure CPS, the
prerequisite is that people act in a collaborative environment. This means that each person’s performance is dependent
not only on himself or herself but also on the partners with whom he or she interacts in the collaboration. Therefore,
if we want to report an individual’s CPS, we need to design the assessment in a way that “marginalizes” the effects due
to the partners. In practice, we can achieve this through two types of designs (Hao, Liu, von Davier, & Kyllonen, 2017).
The first is a multiteam round robin-like design, where an individual participates in many (parallel) collaborative tasks
with properly sampled human partners in each of the tasks. The second is a virtual-partner design, where an individual
collaborates with “standardized” virtual partners (Graesser et al., 2017; Rosen, 2018). For the multiteam round robin-like
design, the real challenge is how to carry out multiple sessions of assessment with sufficient participants. One possible
real-world scenario could be in a school environment, where a student collaborates with one or more classmates who are
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randomly assigned every week or month throughout a semester.1 For the virtual-partner design, a big challenge is that
the current AI technology is still far from supporting an open collaboration with humans, though this might be possible
under certain highly constrained circumstances. The pros and cons of using virtual agents for assessing collaboration have
been widely discussed (Graesser et al., 2017; Herborn, Stadler, Mustafić, & Greiff, in press; Rosen, 2014, 2015).

In addition to being reported at an individual level, CPS can be reported at a group level. For example, it may be
interesting to know the average level of CPS of the employees in Company A compared to those in Company B or of the
students in State X compared to those in State Y. The stakeholders of the group-level reporting are usually not persons
but rather organizations or policy-making agencies. The group-level reporting simplifies the assessment design of CPS
considerably. Generally speaking, as long as the teams are formed randomly2 from different large groups, the average CPS
performance is readily comparable.

After introducing the possible assessment design choices for different reporting goals, let us look at the task design
through a psychometric lens. Choosing meaningful constructs is the prerequisite step for developing any serious assess-
ment tasks. However, in practice, a meaningful construct does not necessarily guarantee that it can be measured with
needed psychometric quality, particularly through a snapshot test that lasts a limited period. Evidence-centered design
(ECD; Mislevy & Riconscente, 2006) provides a general framework for designing complex assessment tasks to keep the
evidence aligned with the targeted constructs. ECD principles stipulate that any claims about the measurement of the
constructs need to get sufficient support from the relevant evidence revealed through the interaction between the test
takers and the test instruments. As such, to ensure that a construct can be measured appropriately, the task needs to be
so designed that abundant evidence can be readily elicited from the interactions, preferably at a relatively low cost. In
the case of CPS, possible evidence of the CPS constructs can be extracted from the actions of the team members during
the collaboration process, the collaboration outcomes, and the communications among the team members. Focusing on
different evidence sources often leads to different task design considerations.

If one wants to identify evidence from the actions, significant efforts are needed in the task design to ensure that the
task can elicit relevant actions and each team member can have an “equal” opportunity to act to exhibit his or her skills.
Moreover, the mapping between the actions and CPS constructs is subject to different tasks. Given these requirements,
the design used in one task is usually not directly generalizable to other tasks, which could increase the development cost
significantly. On the other hand, identifying evidence from the communication data is less demanding, and this evidence
is usually easier to generalize across tasks. In particular, Internet-based technology has made computer-supported col-
laborations widespread in academia and in the workplace (Stahl, Koschmann, & Suthers, 2006), which could generate
a great deal of communication among team members in online collaboration. The significant real-world cases suggest
that even assessing only computer-supported CPS is of great interest and meaningful, though we must caution that the
CPS exhibited through online collaboration may not entirely overlap with CPS exhibited in a face-to-face collaboration
(Suthers, Hundhausen, & Girardeau, 2003; Tutty & Klein, 2008; Warkentin, Sayeed, & Hightower, 1997).

In summary, the aforementioned psychometric considerations in the early design stage of a CPS assessment can provide
important guidelines for choosing appropriate assessment and task designs, especially if the assessment is intended to be
administered at large scale and on a regular basis.

A General Scoring Strategy

When thinking of assessing CPS, one may immediately jump to the idea that CPS can be scored from low to high on a
certain scale based on specific scoring rules specified by experts. However, the constructs of CPS are multidimensional
in nature and may not be simply mapped to a unidimensional scale based on certain additivity assumptions. In ATC21S
and PISA 2015, though the construct frameworks are specified as multidimensional, the CPS is eventually mapped onto
a unidimensional scale in their item response theory modeling procedures. A unidimensional scale oversimplifies the
rich information from CPS tasks and could potentially undermine the validity of the assessment. As such, we propose the
following scoring strategy.

This scoring strategy includes three key components: measures of the collaboration outcomes, representations of the
collaboration processes, and a mapping between the process representations and the outcome measures. The outcome
measures are usually straightforward to determine for a given CPS task, as they can always be classified into a problem-
solved or problem-not-solved category. However, the collaboration process is often less straightforward to classify as high
or low owing to its multidimensional nature. What one often observes from a collaboration process is whether or how
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Figure 1 A general scoring strategy for assessing collaborative problem solving.

many of certain skills (e.g., negotiation or sharing) and patterns (e.g., turn taking) were exhibited. These skills and pat-
terns characterize different aspects of the collaboration process and form a feature representation of the process data. In
principle, one can directly relate these features to the targeted CPS constructs through an ECD process that is primarily
driven by experts’ judgments. However, in practice, this is not a straightforward process, as the occurrence of these fea-
tures does not necessarily relate to the CPS constructs through a simple linear relationship. As such, even experts need
more objective criteria to guide the development of the relationship. Among all possible criteria for evaluating CPS, the
collaboration outcomes turn out to be simple, objective, and important measures. By mapping the process feature vari-
ables to the outcome measures, one can identify which features contribute to the success of the collaboration and which
do not. Meanwhile, establishing such a mapping also allows us to develop a real-time intervention mechanism, such as an
intelligent facilitator (Hao, Liu, von Davier, Lederer, et al., 2017), for online collaborative learning activities. Figure 1 is a
schematic of the scoring strategy.

The central part of this scoring strategy is to develop feature representations for the CPS process. There are many
ways to create feature variables from the collaboration process data, depending on the means of communication in the
collaboration. If the communication in the collaboration is text mediated, roughly speaking, the features can be catego-
rized into three sets.3 The first set is based on the annotation of the communications using various frameworks or coding
rubrics, which have been widely used in research in computer-supported collaborative learning (CSCL; Andrews et al.,
2017; Dönmez, Rosé, Stegmann, Weinberger, & Fischer, 2005; Häkkinen, Järvelä, & Mäkitalo, 2003; Jeong & Hmelo-Silver,
2010; Liu et al., 2015; Strijbos, Martens, Prins, & Jochems, 2006; Weinberger & Fischer, 2006). On the basis of the coded
categories, we can readily create numerical feature variables, such as the relative fraction of each category (e.g., unigrams)
and consecutive category pairs (e.g., bigrams).

The second set is based on the linguistic features of the communication contents. These features have been extensively
explored in the literature on discourse analysis (e.g., Dowell, Graesser, & Cai, 2016; Graesser et al., 2014; Rus, Moldovan,
Niraula, & Graesser, 2012). Typical features in this set include sentiment, mood, word complexity, grammatical errors,
and so on. The third set is based on the amount, interactivity, and timing of the communication during collaboration.
Features in this set include the number of turn takings, response delay, communication density, and statistical measures
based on the point process modeling of the timing information (e.g., Halpin et al., 2017; von Davier & Halpin, 2013). We
list some specific examples of features in Table 1 but remind readers that this list is expandable.

Generally speaking, the generation of the annotation-based features (Set I) is the most time consuming and laborious,
as human coders are needed to code the communications. The advance of NLP technology has made it possible to automate
the annotation process once a sufficient amount of human-coded training data are available. For example, we developed
an automated annotation system, CPS-rater, by leveraging the interdependency among the turns of the communication
data (Hao, Chen, et al., 2017). Such a system outperforms the algorithms that treat each turn as an independent utterance
(Flor et al., 2016; Rosé et al., 2008). Most Set II and III features can be generated automatically, as long as the interaction
data are adequately logged.

For communications mediated by audio and video, a preprocessing step to transcribe the audio and video is needed
before one can generate the three sets of features. In particular, AI-driven technology, such as Amazon Alexa and Google
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Table 1 A Partial List of Feature Representations of Collaboration Process

Feature set Feature name Details

I category_i Proportion of the ith annotated category (aka unigram)
category_i_j Proportion of the transition from category i to j (aka bigram)

II pos_senti Proportion of positive sentiment
neg_senti Proportion of negative sentiment
neu_senti Proportion of neutral sentiment
indicative Proportion of turns with indicative mood
imperative Proportion of turns with imperative mood
conditional Proportion of turns with conditional mood
subjunctive Proportion of turns with subjective mood

III n_word Total number of words in the communication
n_turn total number of turns in the communication
mean_words_turn Average number of words per turn
mean_words_minute Average number of words per minute
mean_turn_minute Average number of turns per minute
min_reply_gap_time Minimum of the gaps in seconds before replying to partner
q25_reply_gap_time 25% quantile of the gaps in seconds before replying to partner
q50_reply_gap_time 50% quantile of the gaps in seconds before replying to partner
q75_reply_gap_time 25% quantile of the gaps in seconds before replying to partner

Note. We intended to show some examples of the possible features rather than an exhaustive list of the features.

Home, has enabled automated transcription of audio with acceptable accuracy. Meanwhile, the video/audio communi-
cation allows the capture of other information, such as tones and affects, which can be turned into feature variables and
appended to the three sets of features.

The features discussed are generic across CPS activities and can be computed for each team or each team member. In
particular, for studies that target group-level reporting, one can group the teams based on criteria of interest (e.g., good
collaboration outcomes vs. bad outcomes, Company A vs. Company B, State X vs. State Y) to examine how the averages
of the features in each group are different from other groups. The mapping between the collaboration outcome measures
and the process representation is straightforward to obtain by considering the features as independent variables and the
outcome measures as dependent variables. Statistical or machine learning models can be used to instantiate the mapping.

This scoring strategy is no longer holding the delivery of a unidimensional score for CPS as its primary goal, though
a score can be created based on a certain combination of the process representations and outcome measures. In fact,
expecting a unidimensional score from the multidimensional CPS constructs is probably not appropriate at all. This
scoring strategy provides more information about the CPS than a unidimensional score can provide. It provides a mul-
tidimensional profile based on various aspects of the CPS process and establishes an objective relationship between the
collaboration process and collaboration outcomes, which could lead to the development of actionable feedback to partic-
ipants and an intervention or facilitation mechanism for scaffolding collaborations. We illustrate how the scoring strategy
works through an empirical example in the next section.

An Empirical Example

ETS Collaborative Science Assessment Prototype

ECSAP is a project developed to address three main research questions based on large-scale empirical data: (a) identi-
fying suitable subsets of CPS constructs for a standardized assessment at large scale and a regular basis, (b) developing
a methodology to evaluate the collaboration process and outcomes, and (c) exploring how team members’ task-relevant
attributes affect the collaboration (Liu et al., 2017). The comprehensive findings from the ECSAP are beyond the scope of
the current report. Instead, we focus on illustrating how the psychometric considerations and the scoring strategy intro-
duced in the previous section have been implemented in ECSAP, which is the first in a series of our research efforts toward
assessing CPS. Given the exploratory nature of ECSAP, we decided to limit the assessment to group-level reporting, which
greatly simplified the assessment design. We further narrow down our scope by considering only computer-supported col-
laboration between two people in the domain of science. Finally, we focus on a subset of CPS constructs whose evidence
can be extracted from the communications (text chats) during the collaboration.

ETS Research Report No. RR-19-41. © 2019 Educational Testing Service 5
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Figure 2 Assessment instruments used in the ETS Collaborative Science Assessment Prototype.

On the basis of the CSCL literature and the assessment frameworks from PISA 2015 and ATC21S, we define CPS as “a
process that includes both cognitive and social practices in which two or more peers interact with each other to share and
negotiate ideas and prior experiences, jointly regulate and coordinate behaviors and learning activities, and apply social
strategies to sustain the interpersonal exchanges to solve a shared problem” (Liu et al., 2015, p. 344–359, and references
therein). Specifically, four CPS constructs—sharing ideas, negotiating ideas, regulating problem solving, and maintaining
communication—have been identified as relevant to the CPS activity we are targeting. In addition to the CPS constructs,
we identified two potentially task-relevant attributes of each participant: general science knowledge measured with a
stand-alone science knowledge test (Rundgren, Rundgren, Tseng, Lin, & Chang, 2012) and the big five personality traits
measured with the Ten Item Personality Measure, or TIPI (Gosling, Rentfrow, & Swann, 2003).

In Figure 2, we show the assessment instruments in ECSAP as well as the data we targeted to collect using each instru-
ment. The instruments II–V are self-explanatory by their names. In the single-user version of the simulation-based tasks,
one human participant interacts with two virtual agents to solve a complex science problem (Zapata-Rivera et al., 2014).
In the collaborative version of the simulation (see Figure 3; Hao et al., 2015), we added a chat window to allow the two
human participants on the same team to collaborate. Each team member plays in his or her simulation, and the progress
of the simulation is synchronized by items among the team members. It takes about 50 min for each session to complete,
and the time-stamped chats are the primary source of evidence for the CPS constructs we are targeting. A set of structured
system prompts was implemented to facilitate the collaboration (Liu et al., 2015). For each question in the task, the system
prompts each team member to respond individually at first. Then, the system prompts the participants to collaborate to dis-
cuss their answers. After the collaboration, each member is given a chance to revise his or her initial answer. The difference
between the scores on the initial and revised answers captures the gain of the person from the collaboration. The collab-
oration is considered effective if the sum of the score change is positive, and ineffective otherwise (Hao, Liu, et al., 2016).

We collected the data through a crowdsourcing data collection platform, Amazon Mechanical Turk (Kittur, Chi, &
Suh, 2008). We recruited 1,500 participants located in the United States with at least 1 year of college education. We
administered to them the general science test, personality survey, and demographic survey. Then we randomly selected
500 participants to complete the single-user version of the simulation. The remaining 1,000 participants were randomly
paired into dyads to complete the collaborative version of the simulation. The data from the simulation task for each team
included both the responses to the items in the simulation and the text chat communications between the team members
around each item. Of the participants, 78% were White, 7% were Black or African American, 5% were Asian, 5% were
Hispanic or Latino, and 5% were multiracial.

The responses to the multiple choice-like items in the simulation tasks were scored based on the scoring rubrics in
Zapata-Rivera et al. (2014). The chat communications were annotated into four categories of CPS based on our CPS frame-
work (Liu et al., 2015). In Table 2, we show some example chats and annotations. Two human raters were trained on the
CPS framework, and they double-coded a subset of discourse data (15% of the data). The unit of analysis was each turn
of a conversation or each conversational utterance. The interrater agreement in terms of unweighted kappa is .67.

Application of the Scoring Strategy to ECSAP Data

In ECSAP, the participants have not been recruited with clear group criteria, such as different states or different com-
panies. However, we can always classify the teams into effective collaboration teams and ineffective collaboration teams
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Figure 3 Simulation-based collaborative task used in the ETS Collaborative Science Assessment Prototype.

Table 2 Example of a Part of Annotated Data From One Team

Topic Chat Coding Code meaning

IntroduceYourselves hello 3 Maintaining
IntroduceYourselves hey 3 Maintaining
Question1A chose b, cause its rocks cracking that cause the high frequency events 0 Sharing
Question1A yes, same here 1 Negotiating
Question1B d sound right to you? 2 Regulating
Question1B I couldn’t remember, I thought it was C 2 Regulating
Question1B you are right 1 Negotiating
QuestionsP2 A and B? 2 Regulating
QuestionsP2 yes, that’s what i got 1 Negotiating
QuestionsP3 52431? 2 Regulating
QuestionsP3 I was only sure about 5 and 1 being first and last 0 Sharing
QuestionsP3 4 is probably second to last 0 Sharing
ExampleSeisQuestion1 A? 2 Regulating
ExampleSeisQuestion1 picked a 0 Sharing
ExampleSeisQuestion2 thoughts? 2 Regulating
ExampleSeisQuestion2 b? 2 Regulating
ExampleSeisQuestion2 same 1 Negotiating
ExampleSeisQuestion3 obviously c 0 Sharing
ExampleSeisQuestion3 c 0 Sharing

Note. The topic column indicates the specific items around which the conversations happened.

based on their collaboration outcomes (as described in the previous section). An advantage of using the outcome-based
grouping criteria is that we automatically get a mapping between the collaboration process and outcomes when we
compare the group-wise difference of the process-based features. Hao, Liu, et al. (2016) have explored the mapping
between annotation-based features (e.g., Set I features) and the outcomes and found that the negotiation-related skill
is crucial for achieving effective collaboration. In this report, we further extend that work by including more extended
features from Sets II and III.

ETS Research Report No. RR-19-41. © 2019 Educational Testing Service 7
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Figure 4 Correlations among the features that represent the collaboration process. The black, blue, and green colors indicate the Set I,
II, and III features, respectively.

We aimed to collect CPS data from 500 dyads, as shown in Figure 2. After removing the teams that did not complete
the task, we were left with 482 dyads. In each team’s response, there are approximately 80 turns of chats, on average,
and approximately 15 questions in the simulation-based task. For the first seven selected-response questions, each team
member answers the question individually at first, then discusses and collaborates, and then, finally, revises his or her
initial answer individually. We consider the collaboration to be effective if the total changes between revised and initial
answers for the team are positive.4 In the following, we focus on the team discussions around the first seven questions,
where approximately 30 turns of discussion occurred on average for each team. We noticed that many teams did not
precisely follow the initial-collaborate-revise procedure and started some nonprompted discussions when they were asked
to answer alone. In our analysis, we consider only the teams that have no more than two nonprompted discussions. After
this cut, we are left with 241 dyads out of the 482 dyads. Among the 241 dyads, 154 were classified as effective collaboration,
and 87 were classified as ineffective collaboration, based on the score changes between the initial and revised responses.
All our analyses will be on this subset.

We first examine how the features (as shown in Table 1) correlate with each other; the results are shown in Figure 4.
The colors of the cells indicate the correlation strengths between the features on the rows and columns. Different sets
of features are assigned with labels of different colors. Several subsets of the features are highly correlated. For example,
the timing-based features (e.g., q25_reply_gap_time) are highly correlated. The word- and turn-related features are also
highly correlated. One can expect that a factor analysis may reveal some latent structures from these features, which is
not the focus of the current report and will be left for future exploration.
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Figure 5 The difference of the mean Set I feature values for the groups with effective (green) and ineffective (red) outcomes. The error
bar is the standard error of the mean.

Next, we check how the features are different between the group of teams with effective and ineffective collaboration. A
straightforward way is an ANOVA/MANOVA analysis to test the differences. However, these kinds of analyses have low
power relative to properly adjusted pairwise t-tests and shed little light on which features are important for the outcome
measures. So, following the work in Hao, Liu, et al. (2016), we directly examine the feature-wise difference. The results are
shown in Figures 5–7. Looking at these plots, one can readily identify that the teams with effective collaboration show
more negotiation-related skills, more positive sentiments, more words, and turns. Given that the feature values span a
varied scale, the difference is not very salient on the plots. In Figure 8, we show the p-values from a pairwise t-test of
the features from the two groups.5 A .05 significance level (red dashed line) is placed on the plot to highlight which
features are “significantly” different between the two groups. On this basis, the fraction of negotiating, share–share, and
share–negotiate; the total number of words; the fraction of positive sentiment; and the fraction of neutral sentiment
stand out. By combining the results from Figures 5–7, we further note that the effective-collaboration group shows higher
feature values, except for the share–share and neutral sentiment features, which is very consistent with previous findings
(Hao, Liu, et al., 2016).

So far, we have examined how different features differ for the groups with different collaboration outcomes. To establish
a mapping between the features and outcomes, we need to build a model to relate the process variables and outcome
variables. In our case, we have 1 outcome variable that has 2 categories, effective and ineffective, and 36 feature variables
corresponding to the collaboration process. In particular, we consider three machine learning models: support vector
machine, maximum entropy (also known as logistic regression in statistics literature), and random forest. We evaluate
the mapping by the prediction of the outcomes based on threefold cross-validation. The average precision, recall, and F1
scores are shown in Table 3. These results show that one can expect a decent prediction of the collaboration outcomes
based on the process features. Note that we are not attempting to build a statistical inference model here but rather to
get a sense of how predictive the process-based features is for the collaboration outcome. Though developing a statistical
inference model between the process and outcome should be the ultimate goal, we will not pursue it in the current report
so as not to deviate from the main intended goals of this report.

Discussion

Although it is widely agreed that CPS is an important 21st-century skill, there is little consensus on how to assess it,
particularly at scale and on a regular basis. In this report, we introduced a set of considerations from the psychometric per-
spective to guide the development of the assessment of CPS and a general scoring strategy that goes beyond characterizing
the complex CPS with an oversimplified unidimensional score.
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Figure 6 The difference of the mean Set II feature values for the groups with effective (green) and ineffective (red) outcomes. The error
bar is the standard error of the mean.

Figure 7 The difference of the mean Set III feature values for the groups with effective (green) and ineffective (red) outcomes. The
error bar is the standard error of the mean.

We emphasized that psychometric values like reliability, validity, comparability, and fairness are important consider-
ations in the early design phase (American Educational Research Association, American Psychological Association, &
National Council on Measurement in Education, 2014) and that evidence-centered design is a useful framework for guid-
ing development of a CPS assessment. We noted that two assessment designs were useful for measuring an individual’s
CPS skill: (a) multiteam round robin-like designs in which an individual participates in different teams and (b) virtual-
partner designs that standardize the assessment through the partner’s scripts. We pointed out that the reporting goal,
either at an individual level or at group level, will determine the choice of assessment design. Group-level reporting may
also be useful when only higher level comparisons are needed, for example, at the classroom or company division levels.
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Figure 8 Pairwise t-test p-values of the features from the group with effective collaboration versus those from ineffective collaboration.

Table 3 Comparison of Performance of Three Methods for Predicting the Collaboration Outcome Based on the Process Features

Method Precision Recall F1

Support vector machine .64 .95 .77
Logistic regression .64 .90 .75
Random forest .66 .73 .70

Note. The results are based on a threefold cross-validation.

We proposed a general scoring strategy for evaluating CPS that considers both outcome and process measures and the
statistical/machine learning techniques appropriate for examining the process–outcome relationship. Process measures
are based on semantic, lexical, and paralinguistic analyses of communications between collaborators during problem
solving and could include features like word complexity, sentiment, grammatical mood, turn taking, and communication
volume. We illustrated these ideas with ECSAP administered to 500 individuals and 500 dyads. Comparing processes
used by teams with effective versus ineffective collaboration outcomes, we found several differentiators, such as effective
teams engaged in more communication and negotiation, and exchanges were more likely positive or neutral compared to
ineffective teams. We also showed that process features were able to predict collaborative outcomes.

We believe that the methods and findings discussed here are useful to the broader collaborative learning and collabo-
rative assessment communities. The specific approaches for annotating chats, categorizing them to a CPS taxonomy, and
employing statistical methods to evaluate their connection to collaborative problem-solving outcomes are useful. How-
ever, we also believe that sustained effort around some of the broader themes addressed here, such as the importance
of sound design and analysis approaches and the use of general features and skills taxonomies that become increasingly
standardized with experiences in various collaborative domains, are equally important.

A practical challenge for developing assessments of CPS is that it often takes multiple years to finish a cycle from
the task design and development to data collection, analysis, and reporting of the findings. As such, we have structured
our efforts into several stages. The empirical study and the corresponding findings, as reported here, are from Stage I
of our efforts toward developing serious assessments for CPS. As such, they bear some known limitations. For example,
we restricted ourselves to a subset of CPS constructs in online collaborations rather than face-to-face collaborations; we
considered only the CPS constructs in a specific domain, science; and we chose only text-mediated communications due
to both privacy concerns and budget constraints. We targeted only the group-level reporting to simplify the assessment
design to make it feasible under the budget and time constraints. In our ongoing Stage II efforts along this line of research,
we have developed an online platform, EPCAL (Hao, Liu, von Davier, Lederer, et al., 2017), to facilitate the large-scale
study of CPS. EPCAL supports video communication in addition to text chats and has the flexibility to wrap in different
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Figure 9 (Left) Human–human and (right) human–agent collaboration supported by the ETS Platform for Collaborative Assessment
and Learning.

tasks easily. The easy interchangeability of tasks allows us to explore CPS across a wide range of domains and makes it
possible to study the reliability of the assessment by parallel tasks. Moreover, EPCAL supports both human–human and
human–agent collaboration (e.g., see Figure 9 for screenshots of the two conditions), which gives us more flexibility to
implement different assessment designs for both group-level and individual-level reporting purposes. We will report the
relevant work and findings in the near future.
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Notes
1 Note that proper procedures need to be carried out to correct for possible learning effects if the assessment is done through a

long-term span.
2 In fact, simple random sampling is not enough. Instead, a proper sampling design needs to be implemented to reflect the

population differences.
3 We use these three sets of features as examples in this report but would like readers to keep in mind that there could be other

features that are not covered by these three sets.
4 In the case that the initial answers are correct, there will be no room for improvement. This means that the corresponding item or

question is not a good one for eliciting evidence of CPS of the particular team and its members. Just as in most standardized
testing programs, selecting appropriate items is an essential step in assessment assembly. A similar situation holds for the
assessment of CPS.

5 Note that our purpose here is to identify the features that show significant difference between the two groups rather than
statistically concluding how different the two groups are, so we ignore the Bonferroni correction that may be needed for the latter
purpose.
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